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2025 Upcoming Webinars – Register Here!

IBM DS8000 Release 10.1 Technical Update - September 16th, 2025

World-class High Availability and Disaster Recovery with IBM GDPS 4.8 – September 23rd, 2025

Important Links to Bookmark:

Accelerate with ATG - Click here to access the Accelerate with ATG webinar schedule for 2025, view presentation materials, 
and watch past replays dating back two years. https://ibm.biz/BdSUFN

ATG MediaCenter Channel - This channel offers a wealth of additional videos covering a wide range of storage topics, including 
IBM Flash, DS8, Tape, Ceph, Fusion, Cyber Resiliency, Cloud Object Storage, and more. https://ibm.biz/BdfEgQ

Accelerate with ATG Technical Webinar Series 

Advanced Technology Group experts cover a variety of technical topics.

Audience:  Clients who have or are considering acquiring IBM Storage solutions.  Business Partners and IBMers are also welcome.

To automatically receive announcements of upcoming Accelerate with ATG webinars - Clients, Business Partners and IBMers are welcome 
to send an email request to accelerate-join@hursley.ibm.com.
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➢ IBM Cloud Object Storage Test Drive - (VMware based) 
➢ IBM DS8900F Safeguarded Copy (SGC) Test Drive
➢ IBM DS8900F Storage Management Test Drive
➢ IBM Storage Scale and Storage Scale System GUI
➢ IBM Storage Virtualize Test Drive
➢ IBM Storage Ceph Test Drive
➢ IBM Storage Ceph Test Drive - (VMware based) 
➢ IBM Storage Protect Live Test Drive 
➢ Managing Copy Services on the DS8000 Using IBM Copy Services 

Manager Test Drive

Client Technical Workshops TechZone Test Drive / Demo’s

Offerings 

Please reach out to your IBM Representative or Business Partner for more information. 

*IMPORTANT* The ATG team serves clients and Business Partners in the Americas, concentrating on North America. 

➢ IBM Storage Scale & Storage Scale Functions: August 20-21 (San Jose, CA)

➢ IBM DS8000 G10 Advanced Functions: August 26-27 (Chicago, IL)

➢ IBM FlashSystem Deep Dive & Advanced Functions: September 10-11 (Durham, NC)

➢ Cyber Resilience with IBM Storage Defender

➢ IBM Fusion & Ceph
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Announcing the 2025 IBM TechXchange Conference

For more information, please visit - https://www.ibm.com/community/ibm-techxchange-conference/

Our theme this year is simple but powerful: GO / Explore. Build. Launch. 
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Please take a moment to share your feedback with our team!

You can access this 6-question survey via Menti.com with code 5151 
0447 or

Direct link https://www.menti.com/alhsf3bgvxu6
Or

QR Code

Accelerate with ATG Survey
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Meet the Speakers

Byron Grossnickle is an IBM Storage Technical Specialist concentrating on Storage 

Virtualize software.  This includes FlashSystem, SVC, and Storage Virtualize for 

Public Cloud.  Byron has been with IBM 19 years exclusively in storage.  Prior to 

working for IBM, Byron spent 6 years engineering storage in the Telcom Industry.  

Prior to that he worked 8 years in healthcare IT.  Byron lives in the Kansas City area 
and is available to travel to customer engagements.
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IBM Storage Virtualize 9.1.0 Agenda

• Release Schedule

• Storage Partition Enhancements

• Replication Enhancements

• VMware Enhancements

• VASA 5

• Multiple vCenters

• VMFS HA Partition

• Security Enhancements

• SFTP

• Ransomware Threat Detection on Snapshots

• GUI Enhancements

• Misc Enhancements

8
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Release Schedule

• Marketing/RFA Announce – 9.1.0 – July 8, 2025
• eGA  – 9.1.0 – July 25, 2025
• Why the jump to 9.1.0 instead of 8.8?

9.1.0 is a LTS (Long Term Support) Release.  LTS 
releases are kept long term and patch levels are 
released against them. Non-LTS releases normally do 
not get any patches and are not be maintained long 
term.  Those patches will be available in the next Non-
LTS or LTS release.

9

– Release FAQ
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Storage Partition 
Enhancements
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Number of Partitions/Grid Members

• Storage Virtualize 9.1.0 supports

• 32 Partitions per FlashSystem

• 5045 retains 4 partitions

• 32 FlashSystem grid members
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AI Driven Storage Insights Partition Placement Recommendations 

1
2
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In 9.1.0 Available from the GUI

Added capability to get partition 

advisory/recommendation from 

Storage Insights

• Add/Update SI API key

• Integrate recommended 
target system list from SI 

and allow partition 

migration
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FlashSystem/SI Pro Logistics

• The FlashSystem must be tied to the SI Pro 

RESTful API 

How?

• Storage administrator generates an API key within the Storage 
Insights tenant UI and adds it into the storage system as part of 
storage partition migration workflow

• The API key is stored encrypted and with proper access control

• This API key is used by GUI to communicate with Storage Insights 
to fetch migration advisories

• When an admin initiates a partition migration a list of potential 
target systems is displayed in GUI, sorted by a compatibility score 
(1-5 with 5 being most compatible)

• The compatibility score depends on multiple factors such as 
capacity, usage patterns, performance trends, and other metrics 
decided by Storage Insights

Requirements:

• This feature is available only through the FlashSystemgrid GUI

• The system must be part of a FlashSystem grid

• The storage needs to be connected with Storage Insights

14
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Partition Management IP

• An IP address (IPv4 or IPv6) can be added to 

a partition

• This is helpful for automation applications 

(VASA, OpenStack, Homegrown) that need to 

have a constant management point when a 

partition fails over in an HA scenario, or a 

partition is migrated

• Restrictions

• One management IP (either IPv4 or IPv6) 

per management portset (per storage 

partition) 

• Once a management portset is mapped to 

a partition, the management IP can not be 

removed or changed directly

• The management portset needs to be removed 
from the partition first and then the ip can be 
change/removed, then added to the partition 
again

• The GUI masks this complexity and 
changing/removing can be done directly from 
the partition in the GUI

15
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PBHA

System 1 System 2

Partition

host

VG

Mgmt 

portset

Mgmt IP

Partition

host

VG

Mgmt 

portset

Mgmt IP

Active
Inactive

192.1.2.3

Non-AMS

Management 

Applications

Implementation and Configuration

Active
Inactive

AMS

192.1.2.3

Non-AMS AMS

AMS – Active Management System 16



© Copyright IBM Corporation 2025 

             

Adding management IP to partition

17
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Removing/modifying management IP

18
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Use Case Specific Certificates

• Prior to 9.1.0 all functions of the system used 

the system certificate

• From 9.1 onward, the system certificate can 

be used, or function specific certificates can 

be used

• Why?  Increase system security and flexibility

• Some functions require different flags to be 

set on certificates

• Updating a certificate for an individual 

function will not affect all other functions on 

the storage array

• Different certificate authorities can be used 

for different functions

• If a particular certificate gets compromised, 

it will not affect all functions on the storage 

array

19
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Implementation and Configuration 

• New system installs or upgrading to 9.1.0 will use 
the main system certificate (default) for all use-
cases until use-case specific separate certificate is 
configured.

• Separate certificates can be configured for following 
use cases in Release 1:

•  Key Server specific separate certificate 

•  Internal system-to-system communication certificate 
(FlashSystem grid and replication/HA)

• Use-case specific separate certificate can be 
created, managed and viewed using the GUI or  
new CLIs

• mksystemcertstore, chsystemcertstore, rmsystemcertstore 
and lssystemcertstore  CLIs.

• The main system certificate (default) can 
continue to managed and viewed using legacy 
chsystemcert / lssystemcert CLIs.

• Use-case specific separate certificate persist 
across upgrades once it is created

• Use case would continue to use Main system 
certificate on removal of use case specific 
separate certificate.

• Configuring separate certificate per use cases is 
supported on all products.     

20
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Certificates Screen

21
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Key Server Specific Certificate - Create  

22
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Key Server Cert

23
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Partition Host Cluster Support

• Host Clusters are now supported in partitions

• Actions Supported

• Create/Remove host cluster

• Add/Delete hosts from host cluster

• Create/Remove shared mappings

• Import host clusters using draft partition

• Rename host cluster

• Non-uniform host access support

24
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Replication Enhancements

• More Partitions (4 -> 32) and Replication 

Policies (32 -> 132)

• All PBR/PBHA supported platforms except FS5045 (which 
remains at 4)

• All partitions can be used for PBHA & PBR if remote 
system(s) also support increased limit

• PBR recovery volumes are now online/read-

only for better host interop

• Only for partition-based DR (introduced 8.7.1)

• Volumes become online/read-write when made 
independent or DR Test is started

• Support for thin-provisioning warning and 

buffer size settings in a provisioning policy

• Can now move volumes between volume 

groups within the same partition

• No impact to HA

• DR volumes must be moved via an unreplicated volume 
group and require a full resync of the volume

• Replicated volumes, volume groups, hosts, 

host clusters & partitions can now be 

renamed

• Rename is propagated to remote systems

• No impact to HA or DR

• Replicated volumes can now be expanded

• No impact to HA, minimal impact to DR recovery point

25
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VMware Enhancements
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VASA5 support in Storage Virtualize 9.1.0

• VASA5 supports multi-tenancy

• VASA5 allows multiple vCenter servers to register with the same storage array

• VASA5 has a new object model to create and identify different vCenters

ESXi ESXi

vCenter Server

VM VM VM VM VM VM VM VM

User

FlashSystem

EVP existing 

architecture 

ESXi ESXi

vCenter Server 1

VM VM VM VM VM VM VM VM

User 1

ESXi ESXi

vCenter Server 2

VM VM VM VM VM VM VM VM

User 2

ESXi ESXi

vCenter Server 3

VM VM VM VM VM VM VM VM

User 3

ESXi ESXi

vCenter Server 4

VM VM VM VM VM VM VM VM

User 4

FlashSystem

Partition 1 Partition 2 Partition 3 Partition 4

EVP new architecture 

NEW

Deprecation of vVols

EVP = ESX VASA Provider
27
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Development Goals Surrounding VASA5

• Feature Goals

• Support for multiple vCenter servers on a 

Storage Virtualize system

• One or multiple VMware VMFS partitions

• Certificate management

• Server Name Indication (SNI) configuration

• Framework Goals

• Deliver a new vCenter object model within 

Storage Virtualize

• Establish a foundational framework for 

provisioning resources across multiple 

vCenters

• Enable better scalability, isolation, and 

reliability in managing virtual 

infrastructure
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Object Model Overview
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Upgrade from pre-9.1.0 builds with vVols

3
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Security Enhancements
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SFTP Support

• Adding SFTP, native SCP is now deprecated

• SCP command line still supported,  uses SFTP 
“under the covers”

• Applies to port 22 for admin users

• Current usage of SCP from a host that 
supports SFTP

• scp –O –P22 tempfile adminuser@system:/upgrade

• Because 9.1.0 supports SFTP, SCP no 

longer needs the -O, but you can still use it

• scp –P22 tempfile 
adminuser@system:/upgrade

• Can use SFTP in interactive mode with

• sftp –P22 adminuser@system

• Can use sftp clients

32
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RTD (Ransomware Threat Detection) status CLI

New CLI:

Note: Volume group support was introduced in 8.7.2 and requires all FCM 4 drives to be running at 

least 4.2 firmware; this CLI will show if that criteria is met.

# lsanomalydetection -delim : 

inferencer_version:0.1.7.1

model_version:0.3.24.0

volume_group_support:yes

active_array_count:1

33
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RTD status GUI

• Note: SI Pro license is required to have anomaly alerts raised within SV; SI will notify SV whether this is licensed.

34 3
4
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Adding to lsarray

Updated CLI:

Note: this field will show 'yes' if the array has provided anomaly statistics recently, 'no' if it has not, 

and 'partial' if any member drive has not contributed to a recent collection.

# lsarray 0

…

anomaly_detection_active yes

...

35 3
5
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Mark snapshots with anomaly seq number

A new field 'anomaly_sequence_number' is available in the detailed lsvolumegroupsnapshot view.

This is populated if an anomaly was present on the volumegroup when the snapshot was triggered.

This allows customers to understand which snapshots are potentially compromised, and which are best to restore from.

Note: By marking the sequence number fixed, it will be removed from all snapshots. Subsequent 

snapshots will not contain the sequence number.

# lsvolumegroupsnapshot -delim : x

…:anomaly_sequence_number

…:117

36 3
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Mark snapshots with anomaly events GUI

37 3
7



© Copyright IBM Corporation 2025 

             

Extend Snapshot Expiration Time 

When an anomaly is logged against a volume group with earlier snapshots, the latest snapshot 
before the anomaly is recognized

If there is an expiration time for that snapshot, it will be extended to at least 7 days later than the 
anomaly.

Note: This has not been integrated with HA snapshots yet

38 3
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Debug collection using Time Series Aggregations 

• Since 8.7.3, RTD aggregation data has been written back to the FCMs in a reserved area.

• That is used to provide SI weekly with a contiguous set of aggregated data

• With 9.1.0, that data can be collected manually using the snap anomalystats (or t) parameter

• This collects up to 900 aggregations, representing the last 30 minutes

• This is useful when testing with benign or anomalous workloads, in order to train new models

39 3
9
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DRAID1 Support 

Prior to 9.1.0, DRAID6 was supported for Ransomware Threat Detection.

Now, DRAID1 is also supported, allowing for systems with fewer drives to benefit from the feature.

This involves an updated T10DIF format and so is only applied to new arrays.

Note: Arrays created prior to 9.1.0 will not benefit from RTD support until the array is recreated.

40 4
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New Inference Engine Model 

Ransomware threat detection models are evolving. Each release of SV code is likely to get an improved model.

Improvements reduce the false positive rate (FPR) while maintaining a high confidence in the true positives.

8.7.3 included model 0.3.23.0, which will be available as a patch to install on the LTS 8.7.0.x stream; this patch 
delivery mechanism will continue with the new model being made available to LTS streams after GA.

41 4
1
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GUI Enhancements
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Volume Screen Carbonization

• Converted from existing dojo 

table to new data table

• Improved UX & usability

• Allowed expansion for HA & 

replicated volumes

• Volume Details:

1. Overview

2. Host Mappings

3. Snapshots

• Single volume actions

• Bulk volume actions

• All actions carbonized
43
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Settings Panel Carbonization

Carbonized all the panels under 

settings tab:

• SNMP/syslog server

• Password policy

• Licensed function

• iSCSI settings
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Call Home Carbonization

Carbonized call home panels, 

include:

• Settings/Support – Cloud 

Call Home

• Email Call Home

• Edit specific section 

individually
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GUI support multiple vCenters, VMFS and vVols

• Ability to create vCenter 

partition

• Partition Listing show 

vCenter partition

• Partition world changes:

• Register VASA provider

• Register system with vSphere

• vCenter attributes

46
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Support for Multiple SSL Certificates & Partition IP

• Certificates menu under 

settings->security

• Ability to create scope 

specific certificates

• Assign partition level 
certificate

• Support to assign Partition 

IP

47
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Multiple GUI Work for Feature Supports 

• Restore from snapshot of thin 

clone to source of thin clone

• Create clone from subset of 

volumes in the snapshot

• Support for host clusters in 

storage partitions

• Changes related to 

ransomware threat detection

• Support for increased number 

of storage partitions

• Support for renaming 

replicated objects(volumes, 

hosts & volume groups)

• Support for renaming partition

• GUI supports drive upgrades during CCU

• Moving volumes between the volume 

groups within the same partition

• Editing warning and buffer size attributes 

in a provisioning policy

• GUI supports encryption enabled by 

default capabilities

48
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Misc. Enhancements
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Addressing volumes by UUID

• Using the CLI or API, volumes can be 

addressed using the UUID. 

• E.g.,

• lsvdisk <uuid>

• mkvdiskhostmap –host <ID/name> <uuid>

• rmvolume <uuid>

• Note that the volume UUID changes to the NVMe 

NGUID format if mapped to an NVMe host, and 

when it is unmapped from all NVMe hosts it will 

revert to the SCSI NAA format.

50
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Multiple I/O group support for SVC

• The Storage Virtualize strategy is that SVC 

will support multiple I/O groups on LTS 

releases only.

• 9.1.0 is an LTS release, therefore will support 

SVC using multiple I/O groups.

•

FlashSystem does not support multiple I/O 

groups from 8.7.1 onwards, and there is no 

plan to re-enable support.

• Upgrading an SVC system using multiple I/O 

groups is permitted from 8.7.0 to 9.1.0.

• Upgrading an SVC system using multiple I/O 

groups to 9.1.1 and later non-LTS releases is 

not permitted.
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Automatic Drive Upgrade

• After a system upgrade completes, FCM 

drives in the system will automatically start 

upgrading.

• The FCM firmware package is included in the 

install package.

• Both member and candidate drives are 

upgraded.

• Ensures that FCMs are upgraded to the 

recommended firmware version as part of 

regular software upgrade.

52
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Support for Day-to-day Tasks During Upgrade

• Currently very few configuration changes are 
supported during software upgrades, although 
(almost all) views are. 

• The product documentation highlights which 
commands are available during upgrade with a 
notification:

• Commands are available when upgrading from 
this version.

• Commands are not permitted around the 
committing phase of upgrade (~ 5 minutes)

• Supported tasks include:

• Create/remove/modify volume

• Create/remove/modify host

• Create/remove/modify volume group

• Create/remove/modify host cluster

• Create/remove/modify partition

• Create/remove host/host cluster mappings

• Add/remove/restore snapshot

53
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• iSCSI host attach over direct attach connectivity was 

supported only via SCORE.

• There are many customers who are already using 

iSCSI protocol for connecting their hosts with direct 

attach configuration. As it does not need switch it’s a 

more cost-effective solution for low end platforms using 

iSCSI for host attach. 

• General support for these configurations is now 

available on 8.7.0 and later.

Requirements:

• Different subnets are required for the host interfaces for each 

connection, i.e. two interfaces for the same host must be on 

different subnets.

• Note: Assigning IP addresses from same subnet to multiple 

interfaces of same host causes IP routing issues and target is 

unreachable. This is not related to direct attach configuration, 

however its general host behavior with Ethernet.

Limitations:

• Ethernet iSCSI Direct attach is not supported with AIX.

• iSCSI direct attach with PBHA will still require SCORE approval.

iSCSI Direct Attach Support

54
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What is New in FlashSystem grid?

• Support 32 systems in an IBM FlashSystem grid compared to 8 systems in earlier versions

• Rename all FlashSystem grid CLIs to adhere to the formal name

• Old command names will still work, however not be advertised.  They may require a satask 

or sainfo prefix

55
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Current functionality:
Snapshots can only be restored to the parent volumes from which they 
were taken

Volume group Snapshot

Restore to parent

Thin Clone Restore
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New functionality:
Snapshots can be restored to the source volume group of thin-clones

Volume group Snapshot

Restore to source

Thin-clone group Snapshot

Thin Clone Restore
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Thin Clone Restore

60
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Please take a moment to share your feedback with our team!

You can access this 6-question survey via Menti.com with code 5151 
0447 or

Direct link https://www.menti.com/alhsf3bgvxu6
Or

QR Code

Accelerate with ATG Survey

Thank  you!
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